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Abstract—A 201.4 GOPS real-time multi-object recognition
processor is presented with a three-stage pipelined architecture.
Visual perception based multi-object recognition algorithm is
applied to give multiple attentions to multiple objects in the input
image. For human-like multi-object perception, a neural percep-
tion engine is proposed with biologically inspired neural networks
and fuzzy logic circuits. In the proposed hardware architecture,
three recognition tasks (visual perception, descriptor generation,
and object decision) are directly mapped to the neural perception
engine, 16 SIMD processors including 128 processing elements,
and decision processor, respectively, and executed in the pipeline to
maximize throughput of the object recognition. For efficient task
pipelining, proposed task/power manager balances the execution
times of the three stages based on intelligent workload estimations.
In addition, a 118.4 GB/s multi-casting network-on-chip is pro-
posed for communication architecture with incorporating overall
21 IP blocks. For low-power object recognition, workload-aware
dynamic power management is performed in chip-level. The
49 mm� chip is fabricated in a 0.13 m 8-metal CMOS process
and contains 3.7M gates and 396 KB on-chip SRAM. It achieves
60 frame/sec multi-object recognition up to 10 different objects for
VGA (640 480) video input while dissipating 496 mW at 1.2 V.
The obtained 8.2 mJ/frame energy efficiency is 3.2 times higher
than the state-of-the-art recognition processor.

Index Terms—Multi-casting network-on-chip, multimedia pro-
cessor, multi-object recognition, neural perception engine, visual
perception, workload-aware dynamic power management, three-
stage pipelined architecture.

I. INTRODUCTION

O BJECT recognition is a fundamental technology for in-
telligent vision applications such as autonomous cruise

control, mobile robot vision, and surveillance systems [1]�[5].
Usually, it contains not only pixel based image processing for
object feature extraction but also vector database matching for
�nal object decision [6]. For object recognition, �rst, various
scale spaces are generated by a cascaded �ltering for input video
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stream. Then, key-points are extracted among neighbor scale
spaces by local maxima/minima search, and each of them is con-
verted to a descriptor vector that describes the magnitude and
orientation of it. Last, the �nal recognition is made by nearest
neighbor matching with pre-de�ned object database that gener-
ally includes over ten thousands of object descriptor vectors.

Since each stage of the object recognition requires huge
amount of computations, its real-time operation is hard to be
achieved with a single general purpose CPU [3]. To achieve
real-time performance over 20 frame/sec with low power con-
sumption under 1 W, many multi-core based vision processors
have been developed [1]�[5]. In massively parallel single
instruction multiple data (SIMD) processors [1], [2], hundreds
of processing elements (PEs) of are employed to maximize
data-level parallelism for per-pixel image operations such as
image �ltering and histogram. However, their identical oper-
ations are not suitable for key-point or object level operations
such as descriptor vector generation and database matching.
On the other hand, the multi-core processor of [3] exploits
coarse-grained PEs and memory-centric network-on-chip
(NoC) for task-level parallelism over data-level parallelism;
however, it cannot provide enough computing power for
real-time object recognition due to its data synchronization
overhead. Unlike the previous processors, a NoC based parallel
processor [4] adopts a visual attention engine (VAE) [7] to
reduce the computational complexity of the object recognition.
Motivated from human visual system, the VAE selects mean-
ingful key-points out of the extracted ones to give attentions to
them before the main object recognition processing aforemen-
tioned. Although it reduces the execution time of the whole
object recognition, however, its performance is still limited
because its visual attention, object feature extraction and de-
scriptor generation, and database matching are performed in
series in time domain due to their unbalanced workloads.

In this work, we propose a real-time low-power multi-object
recognition processor with a three-stage pipelined architecture.
The previous visual attention is enhanced to visual perception to
give multiple attentions to multiple objects in the input image.
For human-like multi-object perception, neural perception en-
gine is proposed with biologically inspired neural networks and
fuzzy logic circuits. In the proposed processor, a three-stage
pipelined architecture is proposed to maximize the throughput
of object recognition. The mentioned three object recognition
tasks are pipelined in frame level and their execution times are
balanced based on intelligent workload estimations to improve
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Fig. 1. Visual perception based object recognition model.

pipelining ef�ciency. In addition, a multi-casting NoC is pro-
posed for the integration of overall 21 IP blocks of the processor.
For low power consumption, workload-aware dynamic power
management is performed in chip-level. As a result, the pro-
posed processor achieves 60 frame/sec 496 mW multi-object
recognition up to 10 different objects for VGA (640 480)
sized video input.

The rest of this paper is organized as follows. Section II de-
scribes a visual perception based multi-object recognition algo-
rithm in detail. Then, Section III explains system architecture of
the proposed processor. Detailed designs of each building block
are explained in Section IV. Section V describes the proposed
NoC communication architecture. The chip implementation and
evaluation results follow in Section VI. Finally, Section VII
summarizes the paper.

II. VISUAL PERCEPTION BASED MULTI-OBJECT RECOGNITION

A. Visual Perception Based Object Recognition Model
Fig. 1 shows the concept diagram of the proposed visual per-

ception based multi-object recognition model. The visual per-
ception is an extended mechanism of the previous visual atten-
tion [4] to multi-object cases. Based on visual attention, it ad-
ditionally selects the seed points of the objects and performs
seeded region growing to detect the regions-of-interest (ROIs)
for objects. Compared with the previous attention, the visual
perception gives multiple attentions to multiple objects of the
input image by highlighting ROI of each object. After the visual
perception, the next object recognition tasks such as key-point
extraction and database matching are performed with focusing
only on the selected ROIs. By processing only critical regions
out of the whole image, computational cost of the object recog-
nition is also reduced in proportional to the area of selected
ROIs.

B. Overall Algorithm
Fig. 2 shows the overall algorithm of the proposed multi-

object recognition processor. It is divided into three stages by

the role of each stage: visual perception, descriptor generation,
and object decision. This algorithm is devised to recognize
around 50 of�ce stuffs in real-time, which is applicable for
autonomous mobile robot�s vision system.

The visual perception stage is proposed to estimate the ROIs
of objects, a global feature of the image, in advance to main
object recognition processing. Based on Itti�s visual attention
model [8], it extracts not only static features such as intensity,
color, and orientation, but also a dynamic feature such as motion
vector from the down-scaled input image to generate saliency
map. Based on this saliency map, the visual perception selects
the seed points of objects and performs seeded region growing
to detect ROI of each object [9]. Finally, it determines the ROIs
for multiple objects in a unit of 40 40 pixel sized tile, called
a grid-tile. For the implementation of visual perception stage, a
special hardware block with bio-inspired neural networks and
fuzzy logic circuits is proposed to mimic operations of human
visual system.

The descriptor generation stage extracts key-points of objects
out of the selected ROI grid-tiles from the visual perception
stage, and generates descriptor vectors for them. To this
end, various algorithmic methods such as KLT, Harris-corner
detector, af�ne transformations, and scale invariant feature
transform (SIFT) exist [6]. In our algorithm, the SIFT is se-
lected because it is robust to noise injection as well as scale
and rotation variances. For the implementation of descriptor
generation stage, a parallel processor consisting of many pro-
cessing units is adopted to tackle parallel and complex image
processing tasks. To be applicable for various algorithms, each
processing unit is designed as a programmable device.

The object decision stage determines the �nal recognition re-
sults by performing database matching for selected regions. It
matches the descriptor vectors out of the descriptor generation
stage with the object database including thousands of object
vectors. A vector matching is to search the minimum distance
vector out of the vectors in the database with an input inquiry
vector. To accelerate these repeated vector matching operations,
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Fig. 2. Three-stage multi-object recognition algorithm.

dedicated vector distance calculation units are employed in the
object decision stage.

Overall, the proposed algorithm employs grid-based ROI pro-
cessing that divides the input image into a number of two-di-
mensional (2-D) grid-tiles and performs the processing based
on them. It enables �ne-grained ROI extraction of multiple ob-
jects and reduces the effective processing area of input images.
To evaluate the proposed algorithm, we perform experiments
with 50 of�ce objects out of Columbia object image library
(Coil-100) [10]. It is applied to 2400 sample images that include
random objects in natural background scenes, with a 16384-
entry database made by the SIFT. As a result, overall recog-
nition rate by the proposed algorithm is measured as 92%. For
evaluations of the ROI detection by visual perception, true pos-
itive rate that represents the ratio of correctly detected region
out of ground truth ROI and false positive rate that represents
the ratio of incorrectly detected region out of not interested re-
gion [11] are measured as 70% and 5%, respectively. The visual
perception barely affects the overall recognition rate while re-
ducing the processing area of the images to 32.8% on average.

III. SYSTEM ARCHITECTURE

Fig. 3 shows the overall block diagram of the proposed pro-
cessor. It consists of 21 IP blocks: a neural perception engine
(NPE), a SPU task/power manager (STM), 16 SIMD processor
units (SPUs), a decision processor (DP), and two external
memory interfaces. The NPE is responsible for the �rst visual
perception stage. It extracts the ROI grid-tiles for each object
and sends them to 16 SPUs for detailed image processing.
The 16 SPUs, whose power domain is separated into four, are
responsible for the second descriptor generation stage. They
extract object features out of the selected ROIs and convert

them to descriptor vectors. The descriptor vectors out of the
16 SPUs are gathered at the DP. The DP accelerates the vector
matching process of descriptor vectors for the third object
decision stage. The STM is specially devised to distribute the
tasks of the ROI grid-tiles from the NPE to the 16 SPUs and to
manage them. It also controls the pipeline stages of the overall
processor and manages four power domains of 16 SPUs. The
overall 21 IP blocks are interconnected through the proposed
multi-casting NoC.

To increase parallelism and hardware utilization of the pro-
posed processor, the proposed three stages are executed in the
pipeline in frame level as shown in Fig. 4. The pipelined data are
ROI grid-tiles and descriptor vectors between the �rst�second
stage and second�third stage, respectively. Unlike the execu-
tion time of the �rst visual perception stage is constant due to its
�xed computation amount, the execution time of the second de-
scriptor generation and third object decision are varying with the
number of ROI grid-tiles and descriptor vectors. In order to bal-
ance the execution times of three stages, the STM estimates the
workload of the following descriptor vector and object decision
stage based on the number of extracted ROI grid-tiles and de-
scriptor vectors, respectively, and controls their execution times
using two pipeline time balancing schemes.

To control the execution time of the descriptor generation
stage, the STM performs workload-aware task scheduling
(WATS) that differs the number of scheduling SPUs according
to the stage�s input workload. Fig. 5(a) shows the �ow chart
of the WATS. First, the STM measures the number of ROI
grid-tiles from the NPE and classi�es it to one of N work-
load levels divided by N-1 threshold values. And then, the
STM determines the number of operating SPUs according to
the classi�ed workload level. Since it allocates the SPUs in
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Fig. 3. Overall block diagram of proposed processor.

Fig. 4. Three-stage pipelined architecture.

proportional to the amount of workload, the execution time
of the overall descriptor generation stage is kept in constant.
The overall execution time is adjusted by modifying threshold
values of classi�cation process. By lowering threshold values,
the execution time is decreased because more SPUs are as-
signed for the same amount of workload. On the other hand, the

execution time increases when threshold values become high,
while the number of operating SPUs is reduced.

To control the execution time of object decision stage, the
STM performs applied database size control (ADSC), shown
in Fig. 5(b). Based on the vector matching algorithm of the DP
[12], the overall execution time of the object decision stage is
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Fig. 5. (a) Workload-aware task scheduling. (b) Applied database size control.

Fig. 6. Block diagram of neural perception engine and SPU task/power manager.

proportional to the number of input descriptor vectors and the
size of applied database. Based on these, the execution time
of the object decision stage can be controlled by con�guring
coverage rate of database. First, the STM measures the number
of descriptor vectors from the SPUs and calculates the expected
execution time of the vector matching. Then, it compares the
expected execution time with the target pipeline time and
con�gures the database coverage rate of the DP to meet the
pipeline time. However, reducing coverage rate should be care-
fully performed because it can degrade the overall recognition
rate. With a 16384-entry database for 50 objects recognition,
correctly matched rate degrades 0.6% and 1.3%, when the
coverage rate is 0.95 and 0.90, respectively. With the help of
the WATS and ADSC, the execution times of the three stages
can be balanced to the target pipeline time, 16 ms, even under

the workload variations. As a result, the proposed processor
achieves 60 frame/sec frame-rate for VGA (640 480) sized
video input.

IV. BUILDING BLOCK DESIGN

A. Neural Perception Engine

Fig. 6 shows the block diagram of the NPE. For ef�cient ROI
detection, the NPE employs a 32-bit RISC controller and three
hardware engines; motion estimator (ME), visual attention en-
gine (VAE), and object detection engine (ODE). The ME is em-
ployed to extract dynamic motion vectors between two sequen-
tial frames and implemented by array PEs with a full search
block matching method [13]. The VAE is employed to extract
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